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   How do we compare the fuzziness of two fuzzy sets ?  
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•  if the uncertainty is the maximum for a fuzzy set B, then  
   f(B) should have the maximum value 

•  Given fuzzy sets  
  A = {(a, 1.0), (b, 0.7), (c, 0.4)}, B = {(a, 0.5), (b, 0.5), (c, 0.5)}  
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