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•  Quorum, adaptation of Ethereum to permissioned blockchain, developed 
by JP Morgan as an enterprise platform  

•  two consensus protocols commonly used in Quorum: a variant of Raft and 
IBFT  
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•  Quorum, adaptation of Ethereum to permissioned blockchain, developed 
by JP Morgan as an enterprise platform  

•  two consensus protocols commonly used in Quorum: a variant of Raft and 
IBFT  

Raft for Blockchain 
 

•  leader combines the transactions it receives into a new block and sends it 
to other nodes 

 
•  others check the block, and if it is valid, send a message indicating they 

agree on the block 
 
•  if majority of the nodes send such message, leader considers that block 

to be committed and sends a message to others to inform them 

•  leader and other nodes append the new block to their chain 

•  different than the original Raft, leaders can remove offline followers or 
candidates from the committee   
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Istanbul BFT 
 

•  introduced by Moniz [16] in 2020  
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Istanbul BFT 
 

•  introduced by Moniz [16] in 2020  
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•  validators initiate round change when round change time expires, or invalid 
prepare message received  



•  similar to Quorum, Hyperledger is an open source enterprise blockchain 
platform initiated by Linux Foundation and supported by IBM, Intel vs. 

•  Hyperledger includes different frameworks employing different 
consensus protocols (Raft for Fabric, Tendermint for Burrow, RBFT for 
Indy, vs.) 

RBFT 
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Voting-Based Protocols 
 

protocol leader 
selection fault tolerance fault type delay throughput 

Raft PoW minority of nodes crash 1.5 sn 750 tps with 3 
nodes 

IBFT PoW less than 1/3 of 
the nodes Byzantine 5 sn 600 tps with 20 

tps 

RBFT PoS less than 1/3 of 
the nodes Byzantine ? 10 tps with 50 

nodes 



•  hybrid consensus protocols take the best of both worlds : 

-  leaders chosen through a lottery-based election 
    (establishing trust in the wild)  

-  blocks approved by a committee of nodes before being 
appended to the chain 

    (providing deterministic block finalization)    
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Peercensus 
 
•  introduced by Decker et al. [17] in 2016 

•  blocks creators chosen through Proof-of-Work algorithm 
 
•  blocks approved by a committe of nodes before being appended to 

the chain (a variant of PBFT – chain of agreement) 
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Peercensus 
 
•  introduced by Decker et al. [17] in 2016 

•  blocks creators chosen through Proof-of-Work algorithm 
 
•  blocks approved by a committe of nodes before being appended to 

the chain (a variant of PBFT – chain of agreement) 
 
•  how the members of the committee chosen?   
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Peercensus 
 
•  introduced by Decker et al. [17] in 2016 

•  blocks creators chosen through Proof-of-Work algorithm 
 
•  blocks approved by a committe of nodes before being appended to 

the chain (a variant of PBFT – chain of agreement) 
 
•  how the members of the committee chosen?   

-  block creators join to the committee 

-  the one created the last block will be the leader in the next 
view  
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Peercensus 
 
•  block creator sends the new block to primary  

•  primary validates the block, assigns it the current timestamp, and 
initiates 3-phase PBFT (pre-prepare, prepare, commit) by sending 
the new block to the members of the committee 

•  at the end of commit phase, each member appends the block to 
its chain 
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Peercensus 
 
•  block creator sends the new block to primary  

•  primary validates the block, assigns it the current timestamp, and 
initiates 3-phase PBFT (pre-prepare, prepare, commit) by sending 
the new block to the members of the committee 

•  at the end of commit phase, each member appends the block to 
its chain 

•  all members send a ping message to each other to check whether 
they are online 

-  if some member offline, they initiate a leave operation to get 
this member out of the committee (liveness) 
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Peercensus 
 
•  if more than 2/3 of the committee honest, peercensus provides 

liveness and safety    

•  message complexity O(K) where K is the size of the committee 
    (large K causing scalability problem)  

•  rewards distributed to the committee instead of just block 
creators  

 

Hybrid Consensus Protocols               –             PoW + BFT 
 



Tendermint 
 
•  introduced by Kwon [18] in 2014 

•  leaders who create the blocks determined in a round-rabin 
fashion from the committee with the frequency in proportion to 
their deposit  

 
•  Tendermint protocol used to finalize blocks by executing a variant 

of PBFT among the members of the committee 
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Tendermint 
 
•  introduced by Kwon [18] in 2014 

•  leaders who create the blocks determined in a round-rabin 
fashion from the committee with the frequency in proportion to 
their deposit  

 
•  Tendermint protocol used to finalize blocks by executing a variant 

of PBFT among the members of the committee 

•  how the members of the committee chosen?   

-  nodes deposit some money to join the committee 

-  they can leave the committee, but they need to wait for some 
blocks after their withdrawal message included in the chain 
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Tendemint 
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Tendermint 
 
•  when a validator signs two different blocks with same height, its 

deposit will be destroyed  

•  fees distributed among validators   
 
•  Tendermint has NewHeight before the next round that enables 

the commits of slower validators to be included in the blockchain 

•  if there are less than 1/3 Byzantine voting power, Tendemint 
provides safety and liveness  
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Casper 
 
•  introduced by Buterin and Griffith [19] in 2019 

•  leaders who create the blocks elected similar to traditional BFT  
 
•  Casper protocol used to finalize blocks by selecting a unique chain 

in every k blocks  
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Casper 
 
•  introduced by Buterin and Griffith [19] in 2019 

•  leaders who create the blocks elected similar to traditional BFT  
 
•  Casper protocol used to finalize blocks by selecting a unique chain 

in every k blocks  
 
•  how the members of the committee chosen?   

-  nodes deposit some money to join the committee 

-  they can leave the committee, but they need to wait for some 
blocks after their withdrawal message included in the chain 

-  if they leave, they cannot rejoin to the committee    
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Casper 
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checkpoint	 checkpoint	 checkpoint	



Casper 
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checkpoint	 checkpoint	 checkpoint	

•  at every checkpoint, validator v shares his vote as [v, s, t, h(s), h(t)] where s is the hash of 
the approved checkpoint, t is the hash of the checkpoint that is a descendant of s, h(.) is 
the height of a checkpoint  



Casper 
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checkpoint	 checkpoint	 checkpoint	

•  at every checkpoint, validator v shares his vote as [v, s, t, h(s), h(t)] where s is the hash of 
the approved checkpoint, t is the hash of the checkpoint that is a descendant of s, h(.) is 
the height of a checkpoint  

•  a checkpoint s is called approved if there is a supermajority link s’ è s where s’ is approved 
•  a supermajority link is a pair of checkpoints (s, t) such that at least 2/3 of validators (by 

deposit) have shared votes 



Casper 
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checkpoint	 checkpoint	 checkpoint	

•  at every checkpoint, validator v shares his vote as [v, s, t, h(s), h(t)]  
•  if s is not ancestor of t in the tree, the vote is not valid  
•  if public key of validator v not in validator set, the vote is not valid  



Casper 
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checkpoint	 checkpoint	 checkpoint	

•  at every checkpoint, validator v shares his vote as [v, s, t, h(s), h(t)]  
•  if v shares two different votes [v, s1, t1, h(s1), h(t1)] and [v, s2, t2, h(s2), h(t2)] s.t. 

-  h(t1) = h(t2) 
-  h(s1) < h(s2) < h(t2) < h(t1)  

    its deposit slashed 



Casper 
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checkpoint	 checkpoint	 checkpoint	

•  the protocol provides safety (two conflicting checkpoints not finalized) and 
liveness (supermajority links always added to get new finalized checkpoints) 
if the validators holding more than 2/3 of voting power follow the protocol  



EOSIO 
 

•  protocol enables players to delegate their stake to others 

•  at the beginning of each round, 21 nodes chosen depending on the 
stake delegated to them in order to form the committee of that 
round 

•  they assigned to time slots of 6 sec, and produce blocks from the 
transactions shared in that particular time slot  

    (each round takes 126 sec) 

•  blocks produced at every 0.5 second 
    (a member of the committee can produce at most 12 blocks) 
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EOSIO 
 

•  protocol enables players to delegate their stake to others 

•  at the beginning of each round, 21 nodes chosen depending on the 
stake delegated to them in order to form the committee of that 
round 

•  they assigned to time slots of 6 sec, and produce blocks from the 
transactions shared in that particular time slot  

    (each round takes 126 sec) 

•  blocks produced at every 0.5 second 
    (a member of the committee can produce at most 12 blocks) 
 
•  after producing blocks, block producers execute a BFT-type 

protocol to validate and append blocks to the chain 
    (if 15 members sign a block, it can be considered as valid)  
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EOSIO 
 

•  each tx includes the hash of the last block added to the chain  

-  to prevent tx to be added to alternative chain  

-  to inform network about which chain holding the stake of a 
particular player 
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EOSIO 
 

•  each tx includes the hash of the last block added to the chain  

-  to prevent tx to be added to alternative chain  

-  to inform network about which chain holding the stake of a 
particular player 

•  there is no fee in EOSIO 

 

 

Hybrid Consensus Protocols                –             PoS + BFT 
 



EOSIO 
 

•  each tx includes the hash of the last block added to the chain  

-  to prevent tx to be added to alternative chain  

-  to inform network about which chain holding the stake of a 
particular player 

•  there is no fee in EOSIO 

•  block producers rewarded with newly minted tokens 
    (total annual increase in token supply not exceeding 5%) 
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•  for Tendermint and Casper, if the size of the committee is too 
big, it will create scalability problem 

    (in that case, BFT protocols will generate too many messages 
     which will be more than the network handles) 
 
•  EOSIO having only 21 nodes to execute BFT protocol 
    (lacks of security analysis) 
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protocol leader 
selection 

committee 
formation 

message  
complexity 

fault  
tolerance throughput reward 

Peercensus PoW PoW large 
less than 1/3 

of the 
committee 

? fresh coin + 
fee 

Tendermint round-
rabin* PoS large 

less than 1/3 
of total 
deposit 

350 tps for 
16 nodes fee 

Casper PoS PoS large 
less than 1/3 

of total 
deposit 

? fee 
 

EOSIO round-
rabin DPoS small 

less than 1/3 
of the 

committee 
9656 tps fresh coin 

 

Hybrid Consensus Protocols 
 



 

Consensus Protocols for Blockchain 
 

lottery-based	protocol voting-based	protocols 

block finalization is probabilistic  block finalization is deterministic (all 
the nodes contribute the block 
validation process)  

less messages (scales well)  message load (scales poorly ) 

mostly preferred in permissionless 
setting 

mostly preferred in permissioned 
setting 

focusing on leader election to 
establish trust in the wild 

focusing on block voting  

can tolerate Byzantine faults 
controlling minority of total hashing 
power or coin etc 

can tolerate Byzantine faults less than 
n/3  
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