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COMPARING SEVERAL MEANS

Suppose we have 4	groups (A,	B,	C,	D)

Can	we make multiple “t	tests”	to compare means?

Remember that with every single t	test:

The probability of incorrectly rejecting the H0 (Tip	1	error rate)	=	5%
Therefore,	probability of	no Type 1	error =95%

If we assume that each each test	is	independent then the overall probability of	not	doing a	type 1	error is:
.95	*	.95.	*	95	*	.95	*	.95.	*	95	=	.736						(so making a	Tip	1	error rate=	1-0.736	=	0.264	=>	26.4%)

A-B
A-C
A-D

B-C
B-D
C-D
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T	test

H0 :	two samples have
the same mean.	

F	test

H0:	whether three or more
means are the same
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ANOVA



COMPARING MORE	THAN	2	GROUPS...

Data	Collection

Different	groups	of	people	
take	part	in	each	

experimental	condition
Between group,		independent

design

Same	participants	take	
part	in	each	

experimental	condition
Within-subjects design,	

repeated measures

One way ANOVA Repated measurement ANOVA

Kruskal Wallis	test Freidman test

Parametric test	assumptions met:

Parametric test	assumptions
violated:
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• ANOVA
• H0=	The mean (average value of	the dependent variable)	

is	the same for all groups..
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What if H0 is	Rejected?	(there is	a	
difference;	p<0.05).
“It	does	not	provide	specific	information	
about	which	groups	were	different!?”	

At	the end of	the data	
analysis..

We	need	post-hoc	comparison	tests



SELECTING THE PROPER POST	HOC	TEST?
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• REGWQ	veya	Tukey	testiGruplarınızın	denek	sayısı	eşitse	ve	
varyasyon	homojense;

• BonferroniTip	1	hata	üzerinde	kontrollü	olunmak	
isteniyorsa;

• GabrielGrupların	denek	sayısında	az	çok	bir	
farklılık	varsa;

• Hochberg’s	GT2Grupların	deney	sayıları	çok	farklıysa;

• Games-HowellVaryasyonlar	heterojense;



ASSUMPTIONS	OF	ANOVA

• Variances	in	each	experimental	condition	need	to	be	fairly	similar

• Observations	should	be	independent

• Dependent	variable	should	be	measured	at	least	on	interval	scale
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TEST	STATISTIC

• The	total	amount	of	variation	within	our	data	is	called	Total	sum	of	squares	(SST)

𝑡𝑒𝑠𝑡	𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠	 𝐹	𝑡𝑒𝑠𝑡 =
𝑎𝑚𝑜𝑢𝑛𝑡	𝑜𝑓	𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒	𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑	𝑏𝑦	𝑡ℎ𝑒	𝑚𝑜𝑑𝑒𝑙

𝑎𝑚𝑜𝑢𝑛𝑡	𝑜𝑓	𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒	𝑛𝑜𝑡	𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑	𝑏𝑦	𝑡ℎ𝑒	𝑚𝑜𝑑𝑒𝑙 =
𝑒𝑓𝑓𝑒𝑐𝑡
𝑒𝑟𝑟𝑜𝑟 =

𝑀𝑆w
𝑀𝑆x

𝑆𝑆y =z(𝑥W − 𝑥̅|=}%~)&
�

�

• How	much	of	the	total	amount	of	variation	is	explained	by	the	model	è (Model	Sum	of	Squares	- SSM)

𝑆𝑆w =z𝑛�(𝑥̅� − 𝑥̅|=}%~)&
�

�

• How	much	of	the	total	amount	of	variation	can	not	be	explained	by	the	model	è (Residual	Sum	of	Squares- SSR)

𝑆𝑆x =z(𝑥W� − 𝑥̅�)&
�
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TEST	STATISTIC

• As, both SSM and SSR are summed values they will be influenced by the number of
scores that were summed. To eliminate this bias we calculate average sum of squares
==> MS

𝑡𝑒𝑠𝑡	𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠	 𝐹	𝑡𝑒𝑠𝑡 =
𝑎𝑚𝑜𝑢𝑛𝑡	𝑜𝑓	𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒	𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑	𝑏𝑦	𝑡ℎ𝑒	𝑚𝑜𝑑𝑒𝑙

𝑎𝑚𝑜𝑢𝑛𝑡	𝑜𝑓	𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒	𝑛𝑜𝑡	𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑	𝑏𝑦	𝑡ℎ𝑒	𝑚𝑜𝑑𝑒𝑙 =
𝑒𝑓𝑓𝑒𝑐𝑡
𝑒𝑟𝑟𝑜𝑟 =

𝑀𝑆w
𝑀𝑆x

𝑀𝑆w =
𝑆𝑆w
𝑑𝑓w

𝑀𝑆x =
𝑆𝑆x
𝑑𝑓x
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Example
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Suppose that a researcher wants to examine the
effect of age on the body length measurements (eg.
body length) in the awasi sheep at the end of
shearing season.

Hypothesis ? 

Dependent variable: 
Body length

Independent variable: 
Age group
• 2 years old
• 3 years old
• 4 years old

Data set > Awasi_age.sav
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Tests of Normality

Age_Group Kolmogorov-Smirnova Shapiro-Wilk

Statistic df Sig. Statistic df Sig.

Body_L
ength

2 years old ,200 10 ,200* ,929 10 ,437

3 years old ,156 10 ,200* ,949 10 ,652

4 years old ,145 10 ,200* ,956 10 ,741

Test of Homogeneity of Variance

Levene 
Statistic df1 df2 Sig.

bo
dy

_l
en

gt
h Based on Mean 2,569 2 27 ,095

Based on Median 1,734 2 27 ,196
Based on Median and

with adjusted df 1,734 2 19,176 ,203
Based on trimmed mean 2,527 2 27 ,099

Step 1: 
Testing the assumptions

a)Normality assumption:
H0= The data follow a normal distribution
H1= The data do not follow a normal distribution

P>0.05

H0 is accepted

b) Homogeneity of variances assumption:
H0= The population variances are equal
H1= The population variances are not equal

P>0.05

H0 is accepted



Step 2: Data analysis: One way ANOVA
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Analyze > Compare Means > One Way ANOVA or

(Analyze > General Linear Model > Univariate)

age_group

Body_length



Output
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P<0.05 => H0 is rejected => There
is a statistically significant difference
in body length measurements of
sheeps among the age groups.

But, which groups
are different exactly?

body_length

Body_length

Body_length

body_length

2 years old
3 years old
4 years old



Output
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Interpretation?2 years old
3 years old
4 years old

a, b: Different letters in the same column indicate statistical significance (p<0.05)

Reporting the results ==>

Age_group

Variable

2 years old

Mean ± Std. 
Error

3 years old

4 years old

2 years old
4 years old

4 years old
3 years old

2 years old
3 years old

2 years old
3 years old
4 years old

Age_group

Age_group

body_length
body_length



What if the parametric test assumptions are violated?

Data Collection

Different groups of people 
take part in each 

experimental condition
Between group,  

independent design

Same participants take 
part in each 

experimental condition
Within-subjects design, 

repeated measures

One way ANOVA Repated measurement ANOVA

Kruskal Wallis test Freidman test

Parametric test assumptions
met:

Parametric test assumptions
violated:
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§ Analyze > Non-Parametric Tests > Legacy Dialogs > K Independent Samples

Let’s use the same dataset and assume that the assumptions are violated

age_group (?, ?)

Body_length
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But, which groups are different from each other?

Body_length

Body_length

Age_group

2 years old
3 years old

4 years old

TOTAL
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2 y- 3 y 2 y- 4 y 3 y – 4 y

Post hoc testing procedures for Kruskal Wallis test: 
(1) Dunn’s Test
(2) Using multiple Mann Whitney U tests Bonferroni correction

P= 0.05 / number of comparisionP=0.0167

Body_length Body_length Body_length


