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-
Dntil now

,
we assumed that Pdf 's are known

-
This is not the conmen case :

↳ in many problems ,
the underlying pdf has to be estimated

from the available data .

- suppose that we can reasonably assume plxlwi ) is a Normal Density

with mean Mi and oou . matrix Ei (although we der 't know the exact

values of these quantities)

↳ the problem is simplified then from estimating an unknown

function plxlwi ) to the one of estimating the parameters µ ; and Ei



Maximum Likelihood Parameter Estimation

-
views the parameters as quantities whose values are fixed but

unknown !

-
maximizes the probability of obtaining the samples actually observed .

Suppose we here a collector of Samples from c classes :

D= { De
,

Dr. . .
De } : dataset in C classes

- samples from DJ have been drawn independently

according to plx→lwj )

such samples are iii. d → independent and idertnallydistri



Assume p ( Alwyn ) has a known peronertric form ,

→

determined uniquely by Of

e± : philwj ) ~ Was ,§i) → €5 = 3µg , ⇒

to show the dependence of phislwj ) ones :

p ( x→ lwj , tj )

Almi use the information provided by the training samples to

obtain good estimates for the unknown vectors :

{ a .dz , . .  .

a }



Now
,

assume that samples Di give no information about aj .

↳ Hence
, parameters for the different classes are functionally independent

.

↳ So
,

we can work with each class separately :

call A to parens of a class ( not usny subscript fj anymore )

Suppose D contains n samples i { xe , Xz . . . xn ) . Smu samples one iii. di

n

p 1 Dl a) = IT

/
k= ,

P( ×kl a)

likelihood further of A w.at the set of samples D

Find the value £
, that maximizes p I Dlo )



Find of that maximizes p ( Dlo ) i

.

For analytic simplicity , use logarithm of the likelihood

For
 otonically increasing factor in problem .

if the # of poems is pi
OF

= [ a , a , ... Ap ]t

it
→ gradient op .To ' [¥ , ¥ ,

. Tap ]t

lct ) = lnp ( DIG )
=

In # plxulo )

£= arpmgxl ( o )
⇐ '

lco ) = £ lnpcxuio )

he 1



lco ) = §
,

lnpcxuio )

To late §
,

# lnpcxuto )

Ja lat ) =o → set of p equations .

. solution to £ could represent a true global max
,

a local mex
°J

check each
Sln .  ihdnndially.



Example .

The Gaussian Case , Dnlnown Mi

Assume that samples are drawn from a multivariate normal

population with mean µ end Wu .
E

.
Assure only µ urwsown !

lnp ( xuln ) = - lzln Kidd IEI ] - lz ( xu - Mt E
- '

(xu . µ )

Tµ lnplxulm ) =3
- '

Cxu . µ )

the maximum likelihood est . of µ must satisfy :

§
,

E- '

C xuth=o
^

xn
u= '

partthmetrc
hvfc of§

,
( Xkfi ) =D / the observed

§n× .

"
" E

£ y =

|M=÷£#d samples

he 1



Eds : The Gaussian Case i Dnhrown µ end 02
→ univoiate

A  = { tfif2} → parameters to be estimated MMDDEMG

Fy Az

lnp ( xul a) = - tz In 2tOz - lzoz ( Xh - Ae )
2

Tel = To lnplxula )=

| at Huai )

i
-

'

at:# ]
Jg l =o ( mex .

likelihood and )



Tel = ttolnplxulo )=

| at Huai )

i
- tat:# ]

§
, # " n - * ' ⇒ as ⇒ A =ei=±n§,xn

. §,e÷+§
.EE#=otD=E=tien.E.xn.iis'


