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WEEK 1



Course Outline

O Review of Complex Ve
O Review of Laplace Transform
O Review of Linear Algebra

PART 2
© Linear Differential Equations /
© Obtaining Transfer Functions (TFs)
© Block Diagrams
© An Introduction to Stability for TF
© Concept of Feedback and Close
© Basic Control Actions, P-I-D



Stability

PART 4

© Transient Response Analysis /
O First Order Systems
O Second Order Systems
O Using MATLAB with Simulink

© Steady State Errors



PARTS 5-6

)
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@ Midterm

PART 7
O Frequency Response Analysis

O Bode Plots
O Gain Margin and Phase Margin /

O Polar Plots and Margins
O Nyquist Stability Criterion /




PARTS 8-9

o Linear

O Pole Placement
O Bass-Gura and Ackermann Formulations
O Properties of State Feedback

O Observer Design and
Observer Based Compensators




PART 10
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P-1 Introduction to Dynamical Systems

Courtesy: Efe, Acay, Unsal, Courtesy: Acay
Vande Weghe, Khosla, Carnegie Mellon University, 2001
Carnegie Mellon University, 2001
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Control of unmanned aerial vehicles Chemical process control




What is a dynamic system?

the time dependenc
geometrical space.



What is control theory?

the behavior of a
the desired or optimal outcome.



How to classify in terms of time?

° Laplace transfc

e Discrete time systems

-Difference equations /
° Issues of sampling
° z Transform



How to classify in terms of representation?

-Difference equc
e Nonlinear systems

-Differential equations /
-Difference equations //



How to classify in terms of representation?




What common alternatives do we have?

o ASS
e State space me
e Optimal control
e Robust control

e Nonlinear control
e Stochastic control /

e Adaptive control
¢ Intelligent control
°..



What engineering aspects should we

consider?

e Stability
e Rise time
e Overshoot

e Settling time
e Steady state error

.. /



What else should we think about?

e Computationa

e Manufacturability (any extraorc
requirements?)

e Reliability (mean time between failures)

e Adaptability (with low cost for similar

applications) /
e Understandability
e Politics (opinions of your boss and

distance from standard practice)



What mathematical tools shall we use?

e Fourier Tre
e Complex Variables anc
¢ Ordinary Differential Equations (OD

y.



What sort of systems shall we cover?

ﬁ This course

Nonlinear
Systems

| Linear Systems ’




S=0+ J®
F(s)=Fx+ij

1/2

F(s)| = (£ + )

LF(s)= tan !

F(s)=F, - jF,

Complex variable

Function of the complex variable s

Magnitude of the function F(s)

Angle of the function F(s) /

Complex conjugate of th
function F(s)
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If the derivative along these two directions give
the same value

oG, G, oG, oG,

+j—L = j Xy
fe ‘e Y om  6m

Cauchy-Riemann
conditions

Then the derivative dG(s)/ds can uniquely be
determined




Exceptat s =—1(1.e.0 =—-1land ® =0)

0G, G, o —(o+1)°

00 o [+ +o’]

oG,  2w(o+1)

0o [(o+1)* +w’]?




dG(s) _ 1
ds (s +1)°

The derivative of an analytic function can /
be obtained by differentiating G(s) simply
with respect to (w.r.t) s.




ordinary points

singular points

e At singular points the function
approach infinity, and these points are caIIed

this pole is single. G(s)=1/(s+1)P has p poles all at
s=-1.

® The function G(s)=(s+3)/[(s+1)(s+2)] has two
at s=-3 and ; and two poles at s;=-1 a

e The function G(s)=1/(s+1) has a pole at s=-1, and /



Euler’'s Theorem
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P-1 Review of Laplace Transform

L Laplace opet

F(s) Laplace transform of f (t)

The is given by /
LU0} = F(s) = [ f(0)e " dt /
0




The IS given by

cBljoo
L YR = f(t)=—1; j] F(s)e’ds  fort >0

2T

c—Jo

Where c, the abscissa of convergence, is a real
constant and is chosen larger than the real parts
of all singular points of F(s). Thus, the path of

integration is parallel to the jo axis and is displaced /

by the amount ¢ from it. This path of integration
is to the right of all singular points.

»
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When does the Laplace transform exist?

interval on the range t > (

AND

IF f (t) is of exponential order as t—o0 /



Which functions are of exponential order?

lim e 7'|f(£)| =0

[—>0

If this limit approaches zero for 6>c,, then o, is /
said to be the abscissa of convergence
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This is f (1)

nis limit approaches zero for o>—a.
ne abscissa of convergence is therefore c.=—a

ne Laplace integral will converge only if s, the

real part of s, is greater than the abscissa of

convergence /
LU0} = F(s) = [ f(D)e ™" dt /
0

The Laplace integral




What is the abscissa of convergence of

F(s) = K(s+a)
(s+b)(s+c)

lim e 7'|f(1)| =0

[—>0

The answer is o, > max(-b, —c). This will be clea
after we see how to perform the inversion.



The first conclusion by
Analytic Extension Theorem

If L{f (t)}=F(s) is obtained, and o, is determined,
F(s) is valid on the entire s-plane except at the
poles of F(s).

sion by




